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Stability of the steady state of delay-coupled chaotic maps on complex networks
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We study the stability of the steady state of coupled chaotic maps with randomly distributed time delays
evolving on a random network. An analysis method is developed based on the peculiar mathematical structure
of the Jacobian of the steady state due to time-delayed coupling, which enables us to relate the stability of the
steady state to the locations of the roots of a set of lower-order bound equations. For J-distributed time delays
(or fixed time delay), we find that the stability of the steady state is determined by the maximum modulus of
the roots of a set of algebraic equations, where the only nontrivial coefficient in each equation is one of the
eigenvalues of the normalized adjacency matrix of the underlying network. For general distributed time delays,
we find a necessary condition for the stable steady state based on the maximum modulus of the roots of a
bound equation. When the number of links is large, the nontrivial coefficients of the bound equation are just the
probabilities of different time delays. Our study thus establishes the relationship between the stability of the
steady state and the probability distribution of time delays, and provides a better way to investigate the

influence of the distributed time delays in coupling on the global behavior of the systems.
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I. INTRODUCTION

The emergence of collective behavior is one of the most
prominent characteristics of complex systems [1]. In many
cases, such a complex system may be well modeled by an
ensemble of local dynamical systems (linear or nonlinear)
which are interconnected to form some kind of network. Re-
cently, a lot of research activities have focused on the syn-
chronization of coupled nonlinear systems evolving on com-
plex networks [2-8]. It is believed in general that such
studies can deepen our understanding of the mechanisms of
various cooperative behaviors observed in real complex sys-
tems.

In principle, the complicated global behaviors of coupled
systems on a network are determined by the topological
structure of the underlying network, the networking strate-
gies (e.g., weighting, coupling delays, etc.), as well as the
local dynamics. In most real problems, the influences of
these factors on global behavior are interwoven and difficult
to isolate. In most studies, usually the influence of one facet
is investigated in depth, while the others are kept as simple
as possible. The emphasis generally is to explore the rela-
tionship between the topological structure of the underlying
network and the global synchronous behaviors; for example,
how the spectrum of the network is related to the synchroni-
zation behavior of the coupled systems [9]. The interactions
between the coupled units are often taken to be instanta-
neous. From the communication point of view, taking instan-
taneous coupling assumes implicitly an infinitely large capa-
bility of information processing on each unit. This could be
unrealistic in some situations, where the effect of limited
capability of information processing, or finite communica-
tion times, is crucial. The time delays between interconnec-
tions then have to be accounted for in these situations [10].

The influence of the time-delayed interactions on the glo-
bal behavior of coupled nonlinear systems evolving on a
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network has been investigated recently [7]. It was found nu-
merically that, in a certain range of the coupling strength,
with a local chaotic map on each node and the nodes coupled
together according to the links of the underlying network but
with randomly distributed time delays, the system will settle
on a steady state. In this stable homogeneous state, all local
systems are in the same state, which is an unstable fixed
point of the local dynamics. Such a phenomenon appears to
be unique to time-delayed coupled systems, and is closely
related to the consensus problems in multiagent-multivehicle
systems [12].

An important question arises naturally: Under what con-
ditions will the time-delayed coupled system go into the
steady state? To answer this question, it is necessary to es-
tablish the relationship between the stability of the steady
state and the various system parameters. This paper is de-
voted to the stability analysis of the steady state. Our analy-
sis reveals the connections between the stability of the steady
state, the coupling strength, the distribution of delay times,
and the characteristics of the underlying network, as will be
shown later.

The method we developed for the stability analysis of the
steady state is different from the usual way of directly evalu-
ating the eigenvalues of the Jacobian. The key observation is
that, in the augmented phase space (defined below), the local
Jacobian of the steady state is in the form of a block com-
panion matrix [13,14]. This peculiar mathematical structure
makes it possible to relate the stability of the steady state to
the locations of the latent roots (or eigenvalues) of a lower-
order matrix polynomial (or A matrix, which is in a similar
form to an ordinary polynomial but with matrices as coeffi-
cients [14]) associated with the Jacobian. This provides a
uniform approach to deal with both the case where time de-
lays are all the same (& distributed) and the more general
case where the delay times follow some arbitrary distribu-
tion. In the former case, the diagonalization procedure is ap-
plicable and precise analytic results can be obtained. We find
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that the stability of the steady state is determined by the
maximum modulus of the roots of a set of polynomials,
whose nontrivial coefficient is one of the eigenvalues of the
weighted adjacency matrix of the underlying network. The
same idea can be extended to deal with the general case.
However, no simple conclusion can be obtained due to the
fact that coefficients of the associated N matrix are now ran-
domly distributed. We find a necessary condition to bound
the allowed coupling strength to achieve the steady state,
based on the maximum modulus of the roots of an algebraic
bound equation. In particular, when the number of the links
is large, this necessary condition is related to the root of the
maximum module of a bound polynomial whose nontrivial
coefficients are the probabilities of the delay times. This in-
teresting result makes it possible to study the effects of dif-
ferent time-delay distributions through the bound polynomi-
als. It can also be shown that the above condition determines
the stability of the fixed point of a weighted mean-field vari-
able, which provides an alternative interpretation of the pro-
posed necessary condition.

In the remainder of the paper, we first study the simpler
situation where the delay times are all the same (& distrib-
uted). The more complicated situation where the delay times
are distributed arbitrarily is then analyzed. Finally, conclud-
ing remarks are presented.

II. STABILITY ANALYSIS FOR 6-DISTRIBUTED
TIME DELAYS

Consider a general network described by an adjacency
matrix A. An ensemble of discrete time dynamical systems
evolve on the network. The state x; of the local system on
node i is governed by the following system equations:

N
xn+ 1) =fen) + = aylfx(n = D) = fx(m)],

lij:l

(i=1,2,...,N), (1)

where N is the total number of nodes, a;; is the (i, ) element
of adjacency matrix A, /; is the degree of node i, serving as
the normalization constant, Dj; is the time delay of the con-
nection from node j to node i, and € is the coupling strength.
The instantaneous links are not considered in our model. As
shown in previous studies [7,11], in a certain range of the
coupling strength €, the above system will settle on a stable
steady state, which is defined as x;(n)=x;(n)=x,, V i,j and
n>n, where n, is the transition time and x,=f(x,) is an un-
stable fixed point of the local dynamics. This kind of behav-
ior is very different from that of the coupled system without
time delays. In instantaneously coupled systems, the global
steady state is unstable and cannot be observed.

The main purpose of our study is to explore the relation-
ship between the stability of the steady state, the coupling
strength €, the control parameters of the local system, the
distribution of the time delays, and the network characteris-
tics. To better present our results, we first consider a particu-
lar case where the delay times are identical. The system Eq.
(1) then becomes
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N
xn+ 1) = () + > a[fxj(n = D)) = f(x ()],

lij:]

(2)

where D is a constant time delay. Let x(n)
=[x,(n),x5(n), ..., xy(m)]" and X(n)=[x(n),x(n-1),...,x(n
—D)]". The (D+1)N-dimensional variable X(n) defines an
augmented phase space which consists of the current states
and all the previous states up to D time steps. Let Iy, be an
N X N identity matrix, Oyx,, a zero matrix with size NX M,
and L a diagonal matrix with ({;,1,,...,ly) as the main diag-
onal entries; then Eq. (2) can be rewritten in matrix form as

X(n+1)=T(X(n)) + SX(n), (3)
where
_ l(l —€)felyxy  Onx-nn fL_lAfOINxN:|
- OpnNxN Opnx(D-1)N Opnxn
and

S—{ Onx(p-1)N Onxn }
Ip-nx(o-n - Ow-nwsw |

where f represents the local dynamical system, and f
olyxnX means applying f to every element of IyxnX. The
steady state of the system can be written as X;=x/(p.1)nx 1>
where p, 1)y is a (D+1)N-dimensional vector and all of
its elements are equal to 1.

The local stability of the steady state of the system (3) is
determined by the eigenvalues of the Jacobian of the fixed
point X,. It is easy to see that

(1 - G)f/ (-xs)INXN o tt o ef,(xs)L_lA
INXN o0 e (0] 0]
J= o IN><N te o 0] )
0 0 Tuen 0

(4)

where O is an NXN zero matrix.One immediately recog-
nizes that J is in the form of a block companion matrix,
associated with the matrix polynomial (or A matrix)

p(N) = )\D+IIN><N - )\D(l - Of (x)yxn— €f’ (xs)L_lA'

The eigenvalues of J are closely related to p(\) [13]. Indeed,
given a N matrix in general form M(N)=N"+AN""'+---
+A,,,(A:NXN), a latent root (or an eigenvalue) of M(\) is
defined as a scalar A such that the A matrix M(\) is singular.
Associated with M(N), there is a block companion matrix,
reading
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FIG. 1. (Color online) Relationship between the synchronizable system parameter a of the logistic map, the coupling strength €, and the
network parameter K. The relationship between the synchronizable system parameter a and the coupling strength € is shown in (a) for a fully
connected network with size N=200. (b) reveals the dependence of the synchronizable system parameter a on network parameter K. The
network is K-nearest-neighbor connected (so the degree is 2K for each node) and the network size is N=101. In both figures, the circles are
numerical results and the lines are theoretical predictions [Eq. (9) or Eq. (11) with corresponding Ay]. The synchronizable regions are

indicated in the figures.

_Al _AZ _Am—l _Am
INXN O e O 0
C= (0] IN><N (0] O
o o Iyxw O

Direct calculation shows that

det(C = M yysmy) = (= 1)™det(N" Tysey + AN -
+A,).

Therefore, the eigenvalues of a block companion matrix C
are the latent roots of the associated N matrix M(\).

Such a relationship permits us to bring the theory of ma-
trix polynomials to bear on the analysis of the eigenvalues of
block companion matrices. To determine the eigenvalues of
J, one simply sets det[p(\)]=0. In our model, this leads to

detO\ sy = NP(1 = @)f (x) Iyxy — €f (x,)L™'A) = 0.
(5)

Let us define the normalized adjacency matrix N
=L""2AL7"2, which is symmetric and orthogonally diagonal-
izable. Let S"'NS=A, where A is a diagonal matrix, and its
diagonal entries A= A,=--- = A, are the eigenvalues of N.
Since N and L~'A have the same eigenvalues, it is not diffi-
cult to derive that I=A;=A,="--=Ay=-1. Multiplied by
S~'LY2 from the left and L™"2S from the right, Eq. (5) be-
comes a set of ordinary algebraic equations

N (1= ef (x NP —ef (x)A; =0 (i=1,2,...,N).
(6)

Since the roots of these equations, \;, k=1,2,...,(D
+1)N, are just the eigenvalues of the Jacobian (4), they de-
termine the local stability of the steady state of the system
(2). Specifically, the steady state is stable if [\, <1 for all k,
and unstable otherwise. For this reason, Egs. (6) are referred
to as the bound equations in this paper.

To demonstrate the above procedure, we consider a
simple situation where the time delay is D=1. Equations (6)
become quadratic equations. For a quadratic equation in the
general form N2+a\+b=0, we have

N b <1,
=l=
12 a> < (1+b)%.

In our system, a=—(1-¢€)f"(x,) and b=—€f"(x,)A;. To make
the global steady state stable, the coupling strength € must
satisfy

Elf' (x)PAF < 1

()

and  (1- €| (x> <[1 - ef (x)A T
(8)

Equation (8) shows that the detailed structure of the local
dynamics takes on a crucial role in the stability of the steady
state and therefore the global collective behavior. More spe-
cifically, when f’(x,)>1, condition (8) is inconsistent.
Therefore, in this specific case, i.e., when the time delays are
identical and D=1, the unstable fixed point with positive
derivative cannot be the final steady state. When f”(x,)
< -1, condition (8) can be simplified as

056212-3



GONG et al.

3.35

(@)

3.25

@
)
.

a: system parameter
w
o

©
i
.

3.05

0 02 0.4 0.6 0.8 1
€: coupling strength

PHYSICAL REVIEW E 77, 056212 (2008)

3.35

(b)

a: system parameter

0 0.2 04 06 058 E
€: coupling strength

FIG. 2. (Color online) Relationship between the synchronizable system parameter a of the logistic map and the coupling strength e for
random networks. In (a) the network is an ER random network with size N=100, and average degree 5. In (b) the network is a scale-free
network (BA model [16]) with size N=100. The fully connected initial nodes dy=4 and attached links m=3. In both panels, the circles are
numerical results and the lines are theoretical predictions [Eq. (9) or Eq. (11) with corresponding Ay]. The synchronizable regions are

indicated in the figures.

a1 _ 1

1
_— < -, 9
d(1+Ay) dA, d ©)

where -1 =Ay=Apy_ = --=A,=A,=1 are eigenvalues of
the normalized adjacency matrix N, and d=|f"(x,)|>1. In
condition (9), Ay is determined by the topological structure
of the network, and d is related to the fine details of the local
dynamics. These two factors, together with the coupling
strategy, thus determine the final global collective behavior.
To get concrete results, one needs to specify the local
dynamics and the topology structure of the network. In the
following, we adopt the logistic map as the local dynamical
system, and apply the above method on two particular kinds
of networks which permit analytic treatment. Let f(x)
=ax(1-x) (3.0=a=4); then x,=1-1/a [as discussed
above, another unstable fixed point x/ =0 cannot be the stable
steady state since f'(0)=a>1] and d=|f"(x,)|=a-2. First,
we consider the globally coupled network with N=100. In
this situation, L=1/(N-1)Iyxy, and A;=1, A,=Az=---
=Ay=—1/(N-1). The stability condition (9) becomes

(N—l)(a—3)< 1

N-2a-2 " a-2 (10

To verify the above theoretical results, we investigate nu-
merically the stability of the steady state of time-delayed
coupled logistic maps. The ranges of the parameters exam-
ined are 3.0=a=4.0 and 0<e<1.0 with step da=Je
=0.01. The coupled systems start to evolve, given random
initial conditions, toward the steady state X,. After some
transient time 7n,=500, the synchronization errors e;

=¥ (x;—x,)? are calculated. These are then quantized ac-
cording to a small number 0.0001, i.e., e=0 if ¢,<<0.0001
and e=1 otherwise. Finally, the boundary between the stable
and unstable ranges is extracted and compared with the the-
oretical values. The results of the numerical simulations are
shown in Fig. 1(a). Not surprisingly, they match perfectly
with the theoretical predictions.

One important consequence according to the conditions
(9) and (10) is that the stability conditions may depend on
Ay, for example,

I 1
24— when 0=e= :
I—e(l+Ay 0 T oAy

a=

1
=e=1,

1
24— he =e=
€ when 2+AN

(11

which can be related to the network size N and the network
structure further. In a globally coupled network, because of
condition (9), we have, regardless of the value of e,

a=4-1/(N-1), (12)

where the equality is achieved only when e=(N-1)/(2N
—3). Although the synchronizable range of the parameter a
increases with the size of the network, the system can never
settle on the stable steady state when a=4. It can be seen
clearly from Fig. 1(a) that, when a is close to 4, the coupled
system cannot be synchronized to the desired steady state.
For any coupling strength €, the maximum permitted value
of a can be predicted precisely using Eq. (11).
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As another example that reveals the complicated relation-
ship between the network structure and the synchronizable
parameter a in achieving a stable steady state, consider a
K-nearest-neighbor coupled network (2K links per node)
with N=101. In this case, L=5¢lyxy. Let

c=[0,1,...,1,0,...,0,1, ...,1];
-\ )\ J
K N=2K-1 K

then the adjacency matrix A is a circulant matrix generated
by c. The eigenvalues of the normalized adjacency matrix N
are

N

1 1 , .
= E(}-(C) — E(E cme—ﬂfr(m—l)(z—l)/N (1<=i=<N),
m=1

where F is the fast Fourier transform. Therefore, A;=1, and

1

Ay= min —

— 2K
m=23,....N

[Sin<2w(m “ 1K+ 1))/Sin<27r(m - 1)) ) 1}
2N 2N '

For the case with the coupling strength €=0.5, we investigate
the relationship between the system parameter a for achiev-
ing the stable steady state and the network structure param-
eter K. Similar to the case in Fig. 1(a), the boundary between
the stable and unstable ranges is extracted based on the quan-
tized synchronization errors. The boundary is plotted in Fig.
1(b) to compare with the theoretic prediction based on Egq.
(11).

The above approach is also applicable to more complex
random networks, although the analytic expression of Ay
cannot be obtained in general. In Fig. 2, we show the simu-
lation results and theoretic predictions when the underlying
network is an Erdos-Renyi (ER) random network [15] [Fig.
2(a)] and a scale-free network [16] [Fig. 2(b)]. Again, the
match is perfect.

For the situations where the delay times are the same but
not equal to 1, the diagonalization procedure described above
is also applicable. However, the stability conditions can be
dramatically changed for different time delays. For example,
when 3.0=a=4.0, if all time delays are equal to 2 in a

T
Opnxn

It is easy to verify that the Jacobian of the global steady state
in this situation still has the form of a block companion
matrix. The associated N matrix, however, has to be modified
to a more general form as follows:

: (I—efolyxy €LT'Afolyey

ODN XN
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globally coupled network, it can be shown that the maximum
modulus of the roots of Eq. (6) (i=1) is always greater than
1. This implies that, when the system parameter a is in the
above range, the steady state becomes unstable and cannot
be observed when the time delays are changed from 1 to 2.

II1. STABILITY ANALYSIS FOR GENERAL
DISTRIBUTION OF TIME DELAYS

As shown above, in the situation where all time delays are
the same, the adjacency matrix, together with a single time-
delay value which could be regarded as one of the control
parameter of the system, totally determines the interconnec-
tions among local systems. When the time delays are allowed
to be distributed generally, the stability analysis of the global
steady state becomes more difficult. In such a case, the to-
pological structure of the underlying network, or equiva-
lently the adjacency matrix alone, is inadequate to fully de-
scribe the interconnections among local dynamical systems.
The necessary information comprises not only whether or
not two nodes are connected, but also the time delay of this
link if it exists. Mathematically, we need not only the adja-
cency matrix Ayxy, but also a kind of decomposition A; (k
=1,2,...,D) of A, such that each A is a (0,1) matrix with
the same size as A, and A.(i,j)=1 only if nodes i and j are
connected by a link with time delay k. Therefore, A; can be
regarded as a reduced adjacency matrix describing an em-
bedded subnetwork (or subgraph) which consists of all nodes
but only the links where the time delay of the coupling are k.
Obviously, the following relationship between A; and A must
be satisfied (note that no instantaneous links are allowed in
our model):

D
D A=A, (13)
k=1

where D is the maximum time delay. Furthermore, since the
time delay of link i — j may be different from that of the link
Jj—1, the reduced adjacency matrix A; may not be symmetric
although the adjacency matrix A is. Unless the set A is given
either deterministically or statistically, it is impossible to
make any further analysis of the stability of the steady state.

Given A;, the whole system is governed by an equation
with the same form as Eq. (3), but with more complicated 7,

eL™'Ap wuf© Iyxy :|

ODNXN

p(N) = NP Ty = NP (1 = ©f (x ) Iyxy

D
—¢f (xs)L”(E AD‘kAk). (14)
k=1

056212-5



GONG et al. PHYSICAL REVIEW E 77, 056212 (2008)
4 T
0.4 / ‘/ \ \
/ / \
39 > 03 / , AR i
= / / \
% 02 y : AN
/ .
L / \ i
3.8 -8 K- %
S 0.1 N k|
/
37 / 7 A f
o 0 A W
5 1 2 3 4 5 6 xr \
/ . \
€ 36k delay values PR X N
S o \
V2ol
g I K Y\ |
3.5 X, W\
E y A\
q>)‘ 3.4 . // \ \\,
.. %Y \’
4 . . .
®© 43k il synchronizable region &
R
0%
3.2 i -
theoretic bound
—%— numerical result
31 ‘ |
— — — maximum bound
— - — - minimum
. | | | | | | | | |
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

€: coupling strength

FIG. 3. (Color online) Bounds of the synchronizable region with different system parameters a of the logistic map and coupling strength
€. The size of the random network (ER model) is N=100, and the average degree is d=30. The time delays of the connections follow a
binomial distribution (as shown in the inset). The synchronizable regions are indicated on the figures. The numerical results represent the
average of m=50 different realizations. The maximum and minimum values of the bounds in 50 realizations for each coupling strength are
also shown. The theoretical bound is calculated from Eq. (18) for each e.

Finding the latent roots (or eigenvalues) of the above X ma-
trix is difficult generally. Only under a very special condi-
tion, i.e., when all L™'A, can be diagonalized simultaneously
by an orthogonal matrix, can the diagonalization procedure
described above to deal with S-distributed time delays be
adopted to simplify the problem to finding the zeros of N
ordinary polynomials of (D+1) order. Obviously, these are
extremely strong constraints to put on the structure of the
network and the distribution of the time delays to apply the
diagonalization procedure. Furthermore, when we are talking
about certain random distributions of time delays of the con-
nections, only the probability distribution is supposedly
known. The information about the exact value of the time
delay for each link is generally unknown.

In the following, we consider only the situations where
each reduced adjacency matrix A, is symmetric to simplify
the problem. We are pursuing the modest goal of finding a
suitable necessary condition (or a bound) of the parameters
to achieve the stable steady state.

Suppose the probability distribution p;, i=1,2,...,D, of
the time delays is known. First notice that N matrix (14) has
the same latent roots as

p(N) = 7\D+11NXN - 7\D(1 -of’ (e sy — €f' (x,)

D
X (2 xD—ka), (15)

k=1

where Ny =L""2A,L7"? is symmetric. (Note that N here is
different from the normalized adjacency matrix defined in
the last section.) Let \; be one of the latent roots of the N\
matrix (15) and gy, the corresponding nonzero latent vec-
tor. We have

P(\)g=0. (16)

Assuming ||g||=1 and left-multiplying the above equation by
q', we obtain

D
N =) (1= N = ef (1) 2 e\ F =0, (17)
k=1

where ¢,=¢q'N,q. Now since N, are symmetric, due to the
extremal properties of the eigenvalues, u%‘)SCksu(lk), where
u%‘)S u}(,‘ll == u(lk) are the eigenvalues of N.

Since the eigenvalues of the Jacobian of the global steady
state are just the latent roots of the A matrix (15), and each of
the latent roots of the N matrix (15) satisfies one of the equa-
tions in (17) (some different roots may satisfy the same equa-
tion), the stability of the global steady state is determined by
the roots of the set of algebraic equations (17), the bound
equations. Specifically, the steady state is locally stable if
and only if |[\]<1, for all i=1,2,...,(D+1)N. Unfortu-
nately, the coefficients c; are unknown, and we cannot solve
the equations without actually calculating the eigenvalues of
the Jacobian. On the other hand, if the modulus of some
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root(s) of a particular equation in (17) is greater than 1 for
certain values of a and € in parameter space, then the steady
state is unstable under these parameters a and e. Thus, the
conditions that the modulus of each root of any one particu-
lar equation in (17) is less than 1 can serve as a necessary
condition for the stable global steady state Notice that the
values c¢; lie within the range [u u, ] and are determined
by N,, which in turn depend on the probability distribution
pi- Without further information, it is reasonable to assume
that ¢, are randomly picked in the above range indepen-
dently. In certain realizations, c; can be close to certain ei-
genvalues ulb, 1= J=N, of the N,. Therefore, the equation
in (17) with ckzu(lk) can be taken as the bound equation. The
necessary condition of a stable steady state is that the moduli
of all roots of this bound equation are less than 1.

In principle, any set of the eigenvalues of N, can be se-
lected to construct the bound equation. The advantage of
using the largest eigenvalues of N, is that they are closely
related to the distribution of time delays. Consider a general
random network with size N and total links M. Suppose p;,
k=1,2,...,D, is the probability that the time delay of a link
is k, where D is the maximum delay time. Then, when the
number of links of the network is large, the nonzero elements
in the ith row of matrix A, approach /,p;, and each row sum
of the matrix L~™'A, approaches p;; therefore p; is the maxi-
mum eigenvalue of L7'A,. Since the eigenvalues of N, are
the same as those of L™'A, the maximum eigenvalue of N, is
just p;. We thus obtain the desired bound algebraic equation

D

— NP — ¢ (x) 2 pAPF =0,
k=1

)\D+l

-f(x)(1 (18)

where 21?:1 pr=1. For a stable steady state, the necessary con-
dition is that the maximum modulus of the roots of Eq. (18)
must be less than 1.

The necessary condition of the stable steady state derived
above can also be understood from the mean-field approxi-
mation First let us introduce a weighted mean-field variable
y(n)=7. 2N Lx(n), where M==}_ I, is the total number of
links of the network, and according to Egs. (1) we obtain

N
Yo+ )= GO, = 1), (= D) =23 ()
i=1

N N
+ =3 a G n - Dy) - fGxm)].

19
Mzt = 1o
|
(1-ar@w) LESY o
B 0
/= 0 1
0 0
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Then y has a fixed point y,=y(n+1)=y(n)=x,. Obviously,
when the system is in the steady state, i.e., x;(n)=x;(n)=x,,
V i,jand n>n, y is always at this fixed point. If the steady
state is stable, y, is always locally stable. On the other hand,
if y, is unstable, then the steady state must be unstable.
Therefore, the stable condition of y, is a necessary condition
for the stable steady state x/yx;.

The solution of y=y, defines a manifold iEi\':llkxk(n)
=x, in N-dimensional phase space, and we are not able to
examine the Jacobian of every point in this manifold directly.
However, for y, unstable, it is sufficient to examine a specific
point, where x;=x,, k=1,2,...,N. If the Jacobian of this
point has an eigenvalue greater than 1, y, is unstable.

Similar to the method applied in the last section, we de-
fine the augmented variable of y as Y(n)
=[Y,(n).Y5(n),....Ypu(m)] =[y(n),y(n-1),....y(n-D)]".
The fixed point of Y can be written as Y =y (p,1)x;. Let

L

Lpsyvxsopn=|"" L
Equation (19) can be rewritten as

X(n+1)= iltX(n +1)= ﬁl_,T(X(n)) + ﬁIjSX(n)

Notice that Y, (n+1)=3_\, X/(n+1), k=1,2,++.D+1,
and we have '

Y(n+1)=G(Y(n)) + SY(n), (20)
where  Spxp is  an  identical matrix, G(Y(n))
=[g(Y(n),0,...,0)],
g(Y(n)) = E lif (xi(n)) + E E 2 alfx;(n—k)),

k=1 Ml 1 j=1

and ag-‘) is the (i,/) element of the reduced adjacency matrix

A,. Now, since

we get the Jacobian of Y|,

ef’ (x,) 40D ef' (x,) (D)
El/ 1 U 21} 1
0 0
0 0
1 0
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FIG. 4. (Color online) Bounds of the synchronizable region with different system parameters a of the logistic map and coupling strength
€. The size of the scale-free network (BA model) is N=200. The initial fully connected seeds dy=8, and the attached links m=7. The time
delays of the connections follow a binomial distribution (as in Fig. 3, and shown in the inset). The synchronizable regions are indicated in
the figures. The numerical results represent the average of m=50 different realizations. The maximum and minimum values of the bounds
in 50 realizations for each coupling strength are also shown. The theoretical bound is calculated from Eq. (18) for each e.

The characteristic polynomial of J is

, D N
Py(N) = AP = (1= @f (x)\” ~ %2 > '\
k=1 i,j=1

and the eigenvalues of the Jacobian are the roots of the equa-
tion p(A)=0. When the number of the links is large, or more
specifically when the number of the nonzero elements in
each row is close to its mean value, jEﬁ/j:,ag-‘)z pi- This
leads us back to the bound algebraic equation (18).

We examine the bound based on the maximum modulus
of the roots of the above bound equation for pure random
networks with large average degree and a scale-free network
with smaller average degree. The simulation results are
shown in Figs. 3 and 4. In both situations, the distribution of
the time delays is binomial, py,;=B(k,D—1,p)=("")pk(1
—p)P~1=k where p=0.5. For networks with different topolo-
gies or different distributions of delay times, the results are
similar. In general, given a network with fixed links, the
theoretical bound becomes tighter with more uneven distri-
bution of delay times and larger maximum degree of the
network. In this sense, for a network with a certain topologi-
cal structure, inhomogeneity of time delays makes consensus
easier to achieve. The necessary condition derived above can
also be applied to the system where time delays are ¢ dis-
tributed. In such a case, the bound equation is just one of the
equations in (6). Therefore, it is a necessary condition re-
gardless of the number of links.

The proposed bound equation underscores the influence
of the distribution of time delays on the stability property of
the steady state. It provides a feasible way to study the ef-
fects of different time-delay distributions by investigating the
locations of the roots of the associated bound equations.

IV. SUMMARY AND CONCLUSIONS

In summary, the stability of the global steady state of
coupled nonlinear systems on random network with distrib-
uted time delays is investigated analytically and numerically
in this paper. By constructing the augmented phase space, it
is possible to relate the eigenvalues of the local Jacobian of
the steady state to the latent roots (or eigenvalues) of the
associated A matrix. We find that in the situation where all
time delays are identical, or & distributed, the stability of the
global steady state is determined by the maximum modulus
of the roots of a set of algebraic equations, where the only
nontrivial coefficient in each equation is an eigenvalue of the
normalized adjacency matrix. In more general situations
where the time delays are allowed to be distributed arbi-
trarily, we find a necessary condition for the stable steady
state based on the maximum modulus of the roots of a bound
equation, where the nontrivial coefficients are just the prob-
abilities of time delays. It turns out that this condition is also
the necessary condition that a weighted mean-field variable
has a stable fixed point. Our study here establishes the rela-
tionship between the stability of the steady state and the
probability distribution of the time delays, and provides a

056212-8
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better way to investigate the influence of the distributed time
delays in coupling on the global behavior of the system. We
believe that the method developed in this paper also provides
a useful tool to study the various problems where time-
delayed couplings are involved.

PHYSICAL REVIEW E 77, 056212 (2008)
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